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Abstract—This research has an objective to develop an 
efficient technique for Thai word segmentation, especially those 
nonexistent in dictionaries. The researchers developed a model 
for Thai word segmentation by relying on grammar and rules to 
solve the problems with words not found in dictionaries. The 
model was intended to be used as the best approach of word 
segmentation, which applied the segmentation technique 
developed by the researchers called PTTSF (Parsing Thai Text 
with Syntax and Feature of Word). The system of this technique 
operates by starting from finding the boundary of each word in 
Thai sentences. If the system finds a word that does not exist in 
the dictionary or a meaningless word, it would not be able to 
solve the problem with the method of longest-matching 
algorithm. Therefore, rules need to be specified to solve such 
problems. In this study, 28 rules were created and Digraph 
method was used to find a pattern of word segmentation with the 
highest probability based on the grammatical principle. After the 
procedure of finding boundary of the word, the result from 
correct word segmentation can be used for further processes. In 
analyzing efficiency of the system, its accuracy in word 
segmentation was the main point of concern. The results revealed 
that the derived mapping technique could solve the problem 
concerned with segmentation words that do not exist in the 
dictionary with an average accuracy over 90% of the whole 
document.  However, the researchers encountered with 
ambiguous words problem. Although this problem rarely occurs, 
it could affect accuracy of word segmentation. 

Keywords—Thai Word Segmentation; Parsing Thai Text with 
Syntax and Feature of Word; Unknown Words 

 

I. INTRODUCTION  
Word segmentation is a very important process because it 

is the very first step of word processing [1]-[3], which 
includes word finding, language translation, [4], [5] text-to-
speech conversion, and so on. There are different 
segmentation methods for different languages [6] depending 
on complexity and unique characteristics of each language [7]-
[16]. If there is incorrect word segmentation in any language, 
other processes following the word segmentation will also be 
wrong. For Thai language, there are two major problems [17] 

that have been commonly found, namely ambiguous words 
and not-in-dictionary words. These words are usually found in 
specific names, technical terms, or names of places. Since 
these words appear commonly in Thai documents, they can 
lead to defects of word segmentation, which will be less 
accurate. At present, solutions for word segmentation can be 
categorized into 3 approaches. 1) Using the rule of Thai 
syllable creation [18], [19]. The rule is that a syllable must 
consist of a consonant, a vowel, a tone mark, a final 
consonant, and a silent symbol or Karan mark (the mark 
placed over the final consonant of a word in Thai language to 
indicate that it is mute). This approach is the easiest one, and 
can work fastest. However, there are still some problems with 
it. Firstly, it can separate only a word with one syllable, not 
able to handle a multi-syllable word. Secondly, it cannot solve 
the complicate problem of Thai consonants, which can be both 
initial consonants and final consonants. 2) Using a dictionary 
[3]-[5]. This approach requires making a list of words in 
advance. In order to separate words in a sentence, the 
sentence’s words will be compared with the list of words in 
the dictionary. This approach can solve the problem regarding 
multi-syllable words. However, there is still a problem 
concerning with words not found in the dictionary. 3) Using 
the technique of machine learning [20], [21]. With this 
approach, the machine is trained with a large warehouse of 
texts [22], [23], of which words have been separated correctly. 
This approach is highly efficient. However, it depends mainly 
on accuracy and size of the text warehouse [24]. Segmentation 
techniques for Thai words have been developed in various 
forms for maximizing the benefit in applying Thai language 
on computer. The techniques also play important roles in 
language processing, especially processing at the word level, 
to be more efficient. This research was conducted to study 
algorithms for Thai word segmentation and to find the best 
approach for word segmentation. This approach should also be 
able to solve the word segmentation problem concerning 
unknown words. Therefore, the researchers proposed the 
technique of PTTSF, which relies on using a rule base, so that 
the segmentation result has accuracy over 90% of the whole 
document. The new word segmentation algorithm had been 
presented in detail. The model of the PTTSF (Parsing Thai 
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Text with Syntax and Feature of Word) technique had been 
developed and tested. The segmentation results were presented 
and assessed. This study also gives recommendations for 
further improvement on the technique. 

 

II. RESEARCH METHODOLOGY 
The researchers had developed a new algorithm for word 

segmentation by building a module to be used for cutting the 
entered texts or sentences into separated words to be used for 
other processes. This new method of word segmentation is 
called PTTSF, which can be explained with Figure 1. PTTSF 
technique consists of 3 main components (steps) namely: 
A) word segmentation based on the dictionary; B) solving 
unknown words in the dictionary; and C) analyzing 
probability of the grammar by using Digraph.   

 

A. Word segmentation based on the dictionary  
Word segmentation based on the dictionary is the first step 

of PTTSF. This step separates words in each sentence into 
individual words based on a basic method such as the longest 
matching method. Such method can be applied together with 
some simple rules. The rules applied in this research included 
the use of a blank and the beginning of a new paragraph. After 
segmentation in this step, the following result is obtained.  

เขา/ไป/[ช]/อป/ปง/ท่ี/[คารฟูร]/แผนก/[ซูเปอรมารเก็]/ต/และ/ไป/กิน/ขาว/ท่ี/[แมค]/
โค/[ร]  

Khao/Pai/[Sh]/Op/Ping/Tee/[Carrefour]/Phanaek/[Superm
arke]/T/Lae/Pai/Kin/Khao/Tee/ [Mak]/ko/[r]. 

(He went shopping at the supermarket department of 
Carrefour Mall and had a meal at Makro.) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 After using the word segmentation technique based on the 
dictionary, problems still remain with words in the [ ] 
brackets, which are words unknown in the dictionary. Hence, 
the result became inaccurate. However, this problem can be 
solved by using the 28 rules that the researchers had 
synthesized from Principles of Thai Language [25], which 
were aimed to solve problems with unknown words.   

 

B. Solving the problem with unknown words in the dictionary 
     The solution of solving the problem with unknown words 
involves with finding boundary of words that do not exist in 
the dictionary. Initially, the problem of unknown words has to 
be figured out, and then some rules need to be created to solve 
the problem. The researchers collected some rules to be a part 
of the PTTSF system. There were 28 rules altogether. These 
rules were divided into 2 sets, namely the rules for 
combination of words before and after the unknown words, 
and the rules for combination of characters to become a new 
word. For the part of using the rule base for solving the 
problem, these rules were obtained from studying sentences 
written in general documents or in online articles. Most of the 
words appeared to be nouns. According to the statistical 
analysis on occurrence of word types in sentences, 40% of 
words in Thai sentences were found to be nouns [26]-[28]. 
After taking the unknown words to be solved by the two sets 
of rules, the new words that were created from the rules had 
been defined for their type to belong to the type of noun. 

• The rules for combination of words before and after 
the unknown words. This set of rules will check 
combination of words that do not exist in the 
dictionary, as well as nearby words (before and after 
the unknown word) in order to build a new word.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. The model representing operation of PTTSF technique and the application of rule base 
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Types of surrounding words were taken for 
consideration in order to check whether they comply 
with the established rules or not. If so, the nearby 
words will be combined with the unknown word and 
define the type of the newly created word as “noun.”  
Therefore, this problem was solved by using 7 rules. 
The words to be combined will be checked with the 
rules.  

 
If their combination complies with all the 7 rules, 
these words can be combined into a new word. The 
words to be combined must have these following 
characteristics. 

 
Rule No. 1: The words must not be verbs, such as กิน, 
เดิน, น่ัง, etc.  
Rule No. 2: The words must not be prepositions, such 
as ท่ี, บน, etc.  
Rule No. 3: The words must not be conjunctions, 
such as กับ, และ, etc.  
Rule No. 4: The words must not be adjectives, such 
as เร็ว, ชา, etc.  
Rule No. 5: The words must not be articles, such as 
ความ, การ, etc.  
Rule No. 6: The words must not be negative words, 
such as ไมได, มิได, etc.  
Rule No. 7: The words must not be pronouns, such as 
ผม, เขา, ใคร, น่ี, etc. 
 

• The rules for combination of characters to become a 
new word consist of rules No. 8-28. These rules were 
taken for processing with each character. Before 
combining these characters together, they need to be 
checked with the rules for combination first. In 
summarize, the rule 8-28 were as of follows: 
 
Rule No. 8:  The words must not be English. 

Rule No. 9: The words must not be numeric. 

Rule No. 10: If there are 2 characters and a silent 
symbol (     ) , such as, นด , อร , etc, these characters 
can be combined with the characters in front of them. 

Rule No. 11: If there is 1 character that is not (ณ), the 
character must be combined before and after the 
words or characters, for example, a character ร can be 
combined with the word แมคโค and become แมคโคร. 

Rule No. 12: If the words are not “ม”ี “การ” and “ความ” 
they are allowed to be combined. 

Rules No. 13 to 28 is the rules for a combination of 
words.  For example, if the first character is “เ  , “  the 
second character is a consonant “ข”, the third 

character is a cluster “ล”, and the last character is “า “, 
then the words can be combined together as เขลา. 

These rules were derived from both analysis and 
synthesis methods. They are rules that originated 
from various sentences found in daily life.  For 
instance, อินเท + อร will become a new word 
“อินเทอรเน็ต”, The source of this rule is from words 
commonly found in Thai articles in journals, 
textbooks, the internet, etc. Other rules were derived 
from the Principles of Thai Language Textbook [25].              
 

 When taking the two sets of rules (28 rules in total) for the 
process of word synthesis, the nearby contextual words will be 
combined with the unknown word. Combination of words will 
rely on the surrounding context as the contextual words are 
combined with the unknown word. This combination starts 
with the first word right before the unknown word and 
continues to find words that do not follow the two sets of 
rules. This procedure is repeated until no unknown word is 
found. Then the type of the words will be determined as noun. 
The sentence that has been regressed will then be entered to 
find different patterns of the segmentation. Finally, 
probabilities of the grammar will be analyzed. The pattern 
with the highest probability will be used as the best pattern for 
word segmentation. 

 
C. Analyzing probability of the grammar by using Digraph  

From the steps of word segmentation by using the 
dictionary and solving the problem with unknown words, a 
sentence is derived. This sentence is represented with the type 
of words as ‘noun’ (NP) . The next step is to find probability 
(P) of each type of sentence occurrence by using Diagraph. 
The results from using Diagraph are words and their types. In 
addition, probability of the grammar can be determined 
correctly because the type of the unknown words has been set 
as noun. The patterns of word segmentation will be analyzed 
to select only one pattern that is most accurate according to the 
grammar. The principle of Digraph can be explained as 
follow. 

Assume A = Node      

  R= Edge  

  SENT = Sentence 

  NP= Noun 

  VP= Verb 

For example  

SENT  (NP*) VP* (NP*) (SENT) 

 A = {SENT , NP1 , VP, NP2} 

  R={(SENT,NP1),(SENT,VP),NP1,NP1),(NP1,VP), 
(VP,VP),(VP,NP2),(NP2,NP2),(NP2,SENT)} 

 From the principle of Digraph, SENT can be linked to the 
Node NP, VP, and SENT if A consists of Node SENT, NP1, 
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VP, NP2, and R, which is a relationship between Nodes that 
occurs. For examples, (SENT, NP1), (SENT, VP), (NP1, 
NP1), (NP1, VP), (VP, VP), (VP, NP2), (NP2, NP2), and 
(NP2, SENT).  The highest probability of an accurate sentence 
can be calculated by the probability of relationship (R) that is 
linked to each Node (A). 

From the step of using Digraph to find probability of each 
pattern of word segmentation, we derive the pattern of word 
segmentation with the highest probability, which is also the 
one with the highest accuracy.  The result from this technique 
of word segmentation can be implemented in real application 
as shown in the following example. 

เขา/ไป/ชอปปง/ท่ี/คารฟูร/แผนกซูเปอรมารเก็ต/และ/ไป/กิน/ขาว/ท่ี/แมคโคร 

Khao/Pai/Shopping/Tee/Carrefour/PhanaekSupermarket/ 
Lae/Pai/Kin/Khaw/Tee/Makro 

(He went shopping at the supermarket department of 
Carrefour Mall and had a meal at Makro). 

For the operation of word segmentation with the 3 steps of 
the PTTSF algorithm (namely segmentation words based on 
the dictionary, solving the problem with unknown words in 
the dictionary, and analyzing probability of the grammar by 
using Digraph), the researchers has tested efficiency of the 
system to find accuracy of its word segmentation results. The 
tests were taken two times. The first test was conducted with 
the initial rules. The second test was conducted in order to 
improve the original rules to be more accurate and to solve the 
problems related to implementation of the prototype rules. The 
word segmentation was expected to have an accuracy rate over 
90% of the whole document. The researchers tested the system 
with words from 30 examples of documents and articles from 
various sources including academic articles, general articles, 
announcements, computer advertisements, news, poems, and 
computer articles as shown in TABLE I.  
TABLE I. Types of documents 

No 
 

Type 
 

Number of Document 

1 Ambiguous text 1 
2 Announcement  2 
3 Article 6 
4 Computer advertisement 6 
5 Computer article 3 
6 Communication advertisement 2 
7 Doctrine  1 
8 Lesson  2 
9 News  4 

10 Technical announcement 1 
11 Verse  2 

Total 30 
 

III. TEST RESULTS AND DISCUSSION  
 This article used PTTSA word segmentation method by 
Chimpipop [ 29 [  as a benchmark data for a comparision of 
accuracy.  The results shown that PTTSA could not be able to 
wrap unknown words that do not exis in the dictionary, 
therefore, the average of accuracy of word segmentaion using 
PTTSA were 86.62%.  As a result, the authors have developed 
PTTSF techniques to the solve unknown word problems.  The 

results of comparison on accuracy of word segmentation can 
be shown in Table II 
TABLE II. Comparison on accuracy of word segmentation 
 

 
Article 

No. 

Accuracy 
of word 

segmentati
on using 
PTTSA 

(%) 

Accuracy of word 
segmentation using 

PTTSF (%) 
% of increased 

accuracy 

Experiment 

 1 

Experiment 

2 

1 81.22 67.87 84.16 24.00 

2 86.35 87.37 90.10 3.12 

3 91.37 84.17 91.61 8.84 

4 89.58 82.81 93.23 12.58 

5 85.92 81.59 96.03 17.70 

6 85.27 83.72 92.25 10.19 

Average 86.62 81.26 91.23 12.74 
 

A. The test results from the 1st word segmentation experiment 
From conducting the first word segmentation test with the 

PTTSF technique by using 30 articles to find accuracy of the 
technique, there were 24 articles that had accuracy over 90%. 
The total average of accuracy for these 24 articles were 
95.07%.  However, there were 6 articles as shown in Table II 
that had accuracy less than 90%.  The total average of 
accuracy using PTTSF technique was only 81.26% (which had 
an average accuracy less than PTTSA).  Since the algorithm of 
PTTSF cannot make segmentation of English-native words 
that are written in Thai and mix with Thai words, a special 
technique is required for a sentence that contains both Thai 
words and English-native words. In this case, the rules of 
word segmentation need to be adjusted. Words must first be 
connected. Then the rule of word combination and the rule of 
character combination will be applied to derive a new word as 
follow. 

• Add parameter : (checkeng(ssbuf))  in  procedure  
TmdParsing.WordParsing1. 

The function developed by the researchers will have a 
characteristic of being used for checking words with English-
native words and numbers. However, this technique of PTTSF 
can also wrap transliterated words such as ซอฟตแวร (software) 
and อีเมล (e-mail). Therefore, this technique is more efficient 
than the technique in segmentation words based only on the 
dictionary, which is not capable to wrap such these words if 
they do not exist in the dictionary.   

B. The test results from the 2nd word segmentation 
experiment 
The results from the 2nd experiment were obtained after 

adjusting the word segmentation rules, connecting the words, 
and using the word combination rule and also the character 
combination rule. It was found that the results from the 30 
examples of articles became more accurate than the original 
word segmentation from the 1st test.  The total average of 
accuracy for 24 articles were increased from 95.07% to 
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95.92%.  Moreover, the 6 articles that had accuracy less than 
90% (which had an average accuracy of 81.26%) now have an 
average accuracy of 91.23% (TABLE II). 

 In comparing accuracy rates from the first experiment and 
the second experiment, it was found that the overall accuracy 
of word segmentation increased in the second experiment. 
However, there was only one article that still had accuracy 
lower than 90% (by having an accuracy of only 84.16%). This 
problem happened because there were some verbs appear 
between the unknown words as shown below. 

• The word “บร/อด/แบ/นด” (broadband) had a problem of 
incorrect word segmentation because the derived words 
“อด” (miss) and “แบ” (open) are words that exist in the 
dictionary as verbs. 

• The word “ออพติไมส” (optimize) had a problem because 
the derived word “ต”ิ (blame) is a verb in the 
dictionary, and appears during the two unknown words. 

• The word “โปรโตคอล” (protocol) had a problem because 
the derived word “โต” (big) is an adjective in the 
dictionary, and appears during the word “โปร” and the 
word “คอล” 

 This problem was found to involve with ambiguity of 
words. Ambiguous words in Thai language have a 
characteristic of being able to be wrapped correctly for more 
than one form. These ambiguous words appear commonly in 
Thai dictionaries. This problem cannot be solved by using the 
rule-base approach because, after analyzing these words 
grammatically and wrap them correctly according to the 
established rules, they can be wrapped correctly into more 
than one form. Therefore, we need to consider the context 
around the interested word as well. This approach is called 
Feature Based Approach [30]. The rules for this approach are 
built from conducting ‘data training’ with nearby words to 
find rules that can help to wrap such ambiguous words 
correctly. For example, in the sentence “เขายืนทําตากลมอยูหนาบาน” 
[Khao-Yuen-Ta-Klom-Yoo-Na-Ban] (He stands and makes 
round eyes in front of the house), there is an ambiguous word  
“ตากลม” (which can be pronounced as either Ta-Klom or Tak 
Lom). According to the data training, it was found that the 
important conditional word is “ทํา”(make). Therefore, the 
ambiguous word should be wrapped as “ตา กลม” (Ta-Klom). 
Next, from the sentence saying 
“วันน้ีอากาศดีมากเขาจึงออกมาน่ังตากลมอยูท่ีชานบาน” [Wannee-Agard-
Dee-Mak-Khao-Jueng-Ork-Ma-Nang-Tak-Lom-Yoo-Tee-
Charn-Barn] (Today the weather is very nice so he came out to 
sit and expose to the wind at his house’s terrace). The 
ambiguous word in this sentence is  
“ตากลม”, which can be pronounced as either Ta-Klom or Tak-
Lom. However, from conducting the data training, it was 
found that there are two important conditional words namely  
“อากาศ” (weather) and “น่ัง” (sit). Therefore, the pattern in 
segmentation this ambiguous word would be “ตาก ลม” (Tak-
Lom). The researchers will use the method of building a 

dictionary to collect the knowledge base regarding ambiguous 
words, which is called ambiguous knowledge.  
This method is an algorithm for building a rule based on the 
data training [23]. The derived rule can be presented in a form 
of continuous conditions as follow. 

 
If T1 and T2 and …. Tn then class Cx 

 When T1 and T2 and…Tn refer to the example rules. For 
instance, in the case where a word like “ตากลม” appears in the 
sentence, if conditional words like “ทํา” (make) or “ปลา” (fish) 
are found in the sentence, the pattern of word segmentation 
would be Ta-Klom. That means T1 and T2 refers to “ทํา” and 
“ปลา” respectively. These conditions can be regarded as rule 
conditions. Cx is the output, which can be either ตา/กลม (Ta-
Klom) or ตาก/ลม (Tak-Lom). 

 

IV. CONCLUSION 
 The researchers has studied problems regarding word 
segmentation at present and found that a major problem 
concerns with unknown words in the selected dictionary. 
Therefore, the researchers developed a new algorithm for 
word segmentation by creating a new prototype of words. The 
technique with this algorithm is called PTTSF, which consists 
of 3 main components namely: 1) word segmentation based on 
the dictionary; 2) solving the problem with unknown words; 
and 3) analyzing probability of the grammar by using Digraph. 
After the algorithm was applied to wrap some texts, it was 
found that the results had an average accuracy over 90%. 
However, the results appeared to be lower than 90% accurate 
in some tasks. Therefore, the researchers developed a solution 
to solve the word segmentation problem with unknown words 
by using a rule base. To use the rule base, two sets of rules 
were established, namely the rules for combination of 
unknown words and the rules for combination of characters. 
However, the researchers still encountered some problems of 
the segmentation system based on the PTTSF and the Rule 
Base models. The problems happened when there were verbs 
appear between two unknown words. This case remains to be 
a problem. The method of using the PTTSF algorithm together 
with the Rule base was found to be unable to wrap words 
correctly. This cause also affects accuracy of the results. From 
the articles that were used for the experiments in applying this 
word segmentation approach, it was found that ambiguous 
words can also be an important problem. Although this 
problem is not found so commonly, there are chances that the 
problem can occur. Therefore, we must find a solution to this 
problem by considering the context of nearby words [31]-[33]. 
This solution can be further studied by conducting a research 
on Feature base approach. This PTTSF technique could be 
used for the data warehouse and data mining as the 
implementation. The new technique could also be applied to 
an information retrieval systems. 
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