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Abstract—the objective of this research is to develop computer 
software for recognizing a company logo. The system is called 
“Logo Recognition System or LRS”. There are 2 parts of the 
LRS, namely: a client part and server part. The client part 
consists of common device, which is owned by the user, such as a 
mobile device, tablet and smart phone. On the client part, the 
LRS provides an easy graphic user interface for capturing a logo 
image. After that the device sends the logo image to the server 
part. The server part is a computer server, which does a process 
of recognizing with several algorithms and generates a result 
with a link of the logo’s company website. The LRS consists of 4 
components, namely: 1) Image Acquisition 2) Image 
Preprocessing 3) Image Recognition, and 4) Result Presentation. 
The system uses the python program to develop the logo 
recognition system on both client and server. The LRS can 
recognize the rotation image with any angle. The precision rate of 
the system is around 79.6 percent. 

Keywords—Pattern Recognition; Logo Recognition; Image 
processing  

I. INTRODUCTION 

These days, a lot of logos have been created and the 
growth rate is increasing, while the past few people knew a 
company’s logo. Most of the people memorize companies’ 
logos in order to classify which company they belong to, or 
use some information to search for the answer in the Internet. 
Furthermore, most of the companies are changing their logo to 
the new version to make a reliable image and create a new 
vision for customers to know where the logo comes from 
because a new version is based on the original one that has a 
similar thing. A logo is a common thing that every company 
should have because logos have a meaning and represent a 
characteristic of the company, which has an influence on its 
customers. This is the reason why the logo is quite an 
important thing for every company. 

Fig. 1. The sample logo images 

A company will get sued if it establishes a new logo which 
is very similar to the existing logos. Therefore, the first 
advantage of this research is to help a new company to survey 
a new logo without any similarity to the existing logos. The 
second advantage is to help people to find company 
information even though they have only a company’s logo. 
The main objective of this research is to develop computer 
software, which is able to recognize a company’s logo. Some 
samples of logo images are illustrated in Figure 1. 

II. LITERATURE REVIEWS

There are many researchers who have applied various 
techniques to recognize a company logo. The brief summary 
of each technique is given below. 

A. K-Nearest-Neighbor
Pourghassem, and Hassanzadeh 2011 applied the KNN to

detect and recognize 40 logos, with a precision rate of 100 
percent. Nejad, and Faez 2012 employed KNN to recognize 40 
logos, with a precision rate of 100 percent. Bagheri, and Gao 
2012 used KNN to recognize 20 logos, with a precision rate of  
82.14 percent [1][2][3][4]. 

B. Neural Networks
Huang et al., 2014 used a convolutional neural network to

recogonize 1500 logo images, with the precision of 99.07 
percent. Zaga et al., 2000 applied generalized regression 
neural networks to recognize logos in a document. Gori et al., 
2003 proposed edge back-propagation neural networks to 
recognize 134 company logos, with the precision rate of 99.04 
percent [5][6][7]. 

C. Scale Invariant Feature Transform (SIFT)
Boia et al., 2014 applied SIFT to recognize FlickrLogos-32

database, holding 29 classes, each comprised 10 for training 
and 10 for testing, with the precision rate of 88.97 percent.  
Zhang et al., 2014 selected 1,700 logos from 10,000-class logo 
dataset and FlickrLogos-27 and used SIFT to recognize them, 
with the precision rate of 94 percent. Kalaiyarasi and 
Karthikeyan employed SIFT to recognize 1,000 logos from 
MICC-Logos dataset, with the accuracy 75 percent. Le et al., 
2013 presented logo recognition by SIFT. The system used 15 
logos from Tobacco-800 dataset, with the precision of 95.86 
percent. Skoczylas used molile device to capture 20 medical-
logo images and recognized them with SIFT. Lipikorn et al., 
2014 presented logo recognition by SIFT. They used 220 
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automobile logos to test the system with, the accuracy of 
around 75 percent [8][9][10][11][12][13]. 

D. Template Matching
Alaei and Delalandre 2014 presented logo recognition by

using template matching. They used 109 template models to 
match with Tobacco-800 dataset, with the precision of 97.22 
percent. Yunqiong et al., 2008 used template matching to 
recognize 17 classified vehicle logos, with the precision of 
90.23 percent. Zhao et al., 2014 applied template matching to 
recognize logo in YouTube video stream, with the precision of 
around 96 percent [14][15][16].  

Based on the previous researches, the LRS adopts a 
histogram template matching to recognize logo images. The 
template matching is a simple technique, which is easy to 
implement and give an acceptable result. The LRS system 
design and implementation are presented in the next section. 

III. METHODOLOGY

This section provides the details of the LRS analysis and 
design. The overview of the system and structure chart will be 
discussed. 

A. System architecture overview
There are 2 parts of LRS, which are a user part and system

part. The user should have his or her system on device, such as 
a mobile device, tablet and smart phone. The LRS consists of 
4 main processes, as shown in Figure 2. Firstly, a user 
captures a logo image from his or her smart phone, which is an 
input for the system. Secondly, a device by the user will 
connect to the same network of servers. Thirdly, the system 
will receive logo images and get a result of matching input and 
data set in the system. The system uses library PYTHON for 
images to compute matrix calculations to get a result. Fourth, 
The LRS sends a result to the user and shows it on the user’s 
smart phone. The results consist of logo name, logo website 
and logo details.  

Fig. 2. Framework of Logo Recognition 

B. System Structure Chart
The LRS system structure chart is illustrated in 

Figure 3, which consists of four subsystems, namely: image 
acquisition, image preprocessing, recognition and result 
presentation. Each subsystem has the following details. 

Fig. 3. Logo Recognition Structure Chart 

1) Image acquisition
The input of the LRS is an image. The system prefers a

logo image from a user by taking a picture or a captured logo 
image from the Internet. As shown in Figure 4(a), the input 
image can rotate and should be a complete logo. For 
background, it should not have too many details. Moreover, 
the image should contain no shadow. 

2) Image Preprocessing
After a server gets a logo image, the Logo

Recognition System will perform preprocessing through three 
subsystems. After that, the system can get the input logo 
image. 
Image Denoising – To remove undesired objects in an image 
includes undesired background. That may add the accuracy of 
object segmentation. 
Edge Detection – To identify logo boundaries, as shown in 
Figure 4 (b). The LRS uses edge value of the training image 
for detecting the object of the image. 

Fig. 4. Edge Detection Example 

Object Segmentation – The system considers color by 
calculating the average of blue value for all pixels after the 
LRS gets the location of edge detection. The LRS uses 
position of the edge of the training image for detecting object 
from all images. The LRS gets the original image after the 
system detects an object, then the system will crop the original 
image and change the size of input images to 200 x 200 pixels. 
The size of the image should be the same size of an image in 
the database, as shown in Figure 5. 
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Fig. 5. Object Segmentation Example 

3) Recognition  
The training image was subsequently resized. The third 

system for recognition can be divided into two subsystems, 
which are feature extraction and pattern matching, which are 
described as follows. 

 
Feature Extraction – The feature to recognize a logo image is 
two features extracted from an input image used in this 
project. 

Histogram – We used the average RGB value to 
identify each logo different in the database. The system will 
find the RGB value, which has the approximately whole value 
as the input image. 

Number of pixels in each degree – The system will 
determine the center of the image and draw a line from the 
center of the image every 10 degrees. We will get 36 lines per 
one image and get all locations of pixels that contain in line, as 
shown in Figure 6. After that, the LRS will bring the number 
of pixels that are on each line to newly rearrange by beginning 
with a position that has a maximum value. 

 

 
Fig. 6. Feature Extraction Example 

 
Pattern Matching – This subsystem determines the matching 
result. From two feature extractions, we get the result value to 
compare with Equation 1. 

 
Distance (p, q) =  (1) 

  
 
 
When distance (p, q) is the matching distance between p and q 
list; 
 

The LRS uses this equation to find the distance of each 
image between the input image and data set. Thus, the 
matching result will be the data with the minimum distance. 
Moreover, if the minimum distance is greater than 70, the 
system will consider the input image as an unknown image. 

4) Result Presentation  
The LRS will get top three results that are nearest image in 

a database on the server and the first result will return 
information to the user. The information includes website of 
logo and name of logo will be shown on the system’s interface 
automatically after finding the result. 
 

 
Fig. 7. Graphic User Interface Example 

Figure 7 Graphic user interface example, as shown in 
Figure 7 (a), illustrates the display interface of the Logo 
Recognition System. Label 1 is the image panel for showing 
the input image. Label 2 is the location of the input file 
textbox. Labels 3 and 4 are the button to provide a user to 
choose the image or capture in the real time by using the 
camera on a smart phone. Label 5 is used to start the system. 
Label 6 will be used when the user wants to reset the system. 
The LRS provides the name of logo and website in the 
textboxes located as label 7 in Figure 7 (b).  

IV. EXPERIMENTAL RESULTS 
The LRS conducted the experiment with the following 

software specifications. Operating System and Utilities 
Applications used 1) Macintosh, 2) MAMP and 3) SQLite 
Manager. Web Server Software used 1) MAMP and MAMP 
pro. Editor used 1) SublimeText and 2) Android Stdio. 
Database Management System (DBMS) used SQLite. Finally,  
Programming and Scripting Tools used 1) PYTHON, 2) PHP, 
3) HTML, 4) Java script and 5) Android programming. 
Hardware Components used Galaxy Tab 3 Lite and Macbook 
Pro 15’’. 

The LRS conducted on 1,020 images for the training 
dataset and 30 images for the untrained dataset. The 
recognition precision rate of logo recognition of the training 
dataset was 79.6, 19.5 and 0.88% for match, mismatch and 
unknown logos, respectively. Moreover, the precision rate of 
the logo recognition of the untrained data set was 6.67, 0 and 
93.33% for match, mismatch and unknown logo, respectively. 
 

V. CONCLUSION 
In this paper, the Logo Recognition system fulfilled the 

research objective by extracting two main logo features for the 
recognition of logos samples. The logo recognition used 9 
categories of logo to test the system. The recognition precision 
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rate of logo recognition of the training dataset was 79.6, 19.5 
and 0.88% for match, mismatch and unknown logos, 
respectively. Moreover, the precision rate of the logo 
recognition of the untrained data set was 6.67, 0 and 93.33% 
for match, mismatch, and unknown logo, respectively. 
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